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Abstract 

 

The In the digital age, artificial intelligence is a transformative force in shaping democratic 

participation. From algorithmic decision-making to the application of civil technology, AI opens up 

new opportunities to engage citizens, enhance public consideration, and promote inclusive political 

participation. However, in its implementation, it is often an ethical issue such as data privacy, 

algorithmic bias, and uneven access. This study aims to explore how AI can empower democratic 

engagement by reviewing the existing scientific literature in the fields of civic technology, political 

science, and digital education. Using a qualitative literature review method, this paper analyzes 

key themes, debates, and gaps in current research. These findings show that AI has the potential to 

improve voter education, increase transparency in governance, and support marginalized voices 

through inclusive platforms. However, the risks of surveillance, misinformation, and community 

disengagement remain significant. The study concludes that while AI holds promise in revitalizing 

democratic practices, its implementation must be guided by ethical principles and a commitment to 

digital equality. Further interdisciplinary research is needed to ensure AI technology serves the 

public good in a democratic context. 
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Introduction 

 
In the midst of the exponential growth of 

technology, artificial intelligence has 

increasingly become an indispensable part of 

daily life. This situation can be seen not only 

in all lines of the industrial sector, but also in 

the realm of politics and democracy. In fact, 

AI not only plays a role as a tool that helps 

improve efficiency, but it also offers the 

potential to transform the way citizens 

participate in democracy. According to a 

statistical report published by the McKinsey 

Global Institute, more than 70% of companies 

worldwide have implemented AI in any form 

or form. This fact fully supports that this 

technology has become an integrated part in 

all sectors, including government and civic 

participation. From this perspective, it is 

crucial to discuss the potential of AI in citizen 

empowerment, especially engaging them in 

democracy. 

The importance of democratic engagement 

cannot be ignored. According to data from the 

Pew Research Center, only 55% of citizens in 

democratic countries feel that their voices are 

heard by the government (Pew Research 

Center, 2020). This shows that there is a gap 

between citizens' expectations and the reality 

of participation in the decision-making 

process. AI can serve as a bridge to address 

this gap by providing a more inclusive and 

transparent platform. However, the use of AI 

also poses challenges, such as privacy and 

ethical issues that need to be taken seriously. 

In this review, we will discuss the various 

existing literature on democratic engagement 

through AI. We will examine the different 



Proceeding of the 5th International Conference on Social Sciences and Education (ICSSE 2025) - icsse.fkip.uns.ac.id  

 

60 

 

approaches and applications of AI that have 

been applied in political contexts and how this 

affects citizen participation. In addition, we 

will also highlight the challenges faced in the 

application of AI in democratic processes. 

Thus, this research aims to provide deeper 

insights into the potential and risks of AI in 

empowering citizens in the digital era. 

In the Indonesian context, the practice of 

digital democracy faces unique challenges. 

Although the internet penetration rate 

continues to increase reaching more than 77% 

of the population in 2022 (APJII, 2022) the 

quality of citizen participation in the digital 

space is still influenced by disinformation, 

political polarization, and buzzer practices that 

can disrupt public deliberations (Aspinall & 

Mietzner, 2019). On the other hand, 

government initiatives in the form of e-

government and public data disclosure are 

starting to open up new opportunities for 

citizens to be more actively involved in the 

democratic process (Pratama & Setiadi, 2021). 

However, the existing literature is still limited 

to descriptive studies of the use of social 

media in electoral politics, while exploration 

of how AI can specifically empower the 

democratic participation of Indonesians is still 

rare. Thus, there is  a significant research gap 

in understanding the role of AI as an 

instrument of digital citizenship in Indonesia, 

especially in the context of voter education, 

governance transparency, and empowerment 

of marginalized groups. 
 

Literature Review 

 
In this section, the researcher will 

discuss the standards and issues 

surrounding the term democratic 

engagement, then for various aspects of 

democratic engagement influenced by AI, 

namely voter education, government 

transparency, and the promotion of 

marginalized votes. Voter education, first 

of all, is an important component of 

democratic participation. Research 

conducted by Boulianne (2019) has shown 

that increased electoral knowledge and 

better access to information are obtained 

through the use of social media and digital 

tools, especially AI applications. For 

example, apps like Vote.org use the power 

of algorithms to automatically filter out 

the focus of direct voters, based on 

location and personal preferences, thus 

facilitating greater attention of young 

voters. 

Second, transparency in public 

administration is important to build public 

trust in institutions. The use of AI can help 

in mining big data to find patterns and 

exceptions that characterize government 

decision-making. As Zuboff (2019) points 

out, AI used in data cleansing can uncover 

corrupt practices and increase 

accountability. For a real-world example 

of this, check out our project at OpenAI, 

which applies machine learning to 

government spending reports to identify 

possible cheating in budgets.  

The third use of AI could be to amplify 

the voices of those who are marginalized. 

Too often, they are the silent majority in 

politics. A study by He et al. (2020) 

highlighted the potential of AI-based 

platforms to collect and process the 

opinions of underrepresented communities 

and ensure that policies respond to the 

needs of all citizens. One example is 

"Participatory Budgeting" in several major 

cities, which uses AI systems to make it 

easier for them to gather citizen input on 

budget items, so that every citizen can 

have a voice.  

However, like any promise, this 

development also has a dark side. In 

addition, data privacy is a very important 

issue when the national policy of AI-

driven citizen information collection is 

implemented. The lack of transparency in 

the collection and use of AI data is also a 

source of distrust for citizens (European 

Data Protection Supervisor, 2020). 

Additionally, bias in algorithms can spread 

social injustices if not managed properly. 

This suggests that while AI has the 

potential to enable more democratic 

engagement, careful consideration of its 

application and use is required with strong 

ethical guidelines. 

Recent literature expands these 

findings in two evidence-based directions 

that are perpendicular to each other. First, 

large-scale experiments were revealed that 
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showed that youth AI supported by large 

language models can improve quality, and 

shared understanding achieved in 

collective deliberation and decision-

making in polarized public debates, 

provided that careful AI planting designs 

can be designed in mini-public, such as 

citizens' assemblies (e.g., material 

interpretation, facilitation, and quality 

measurement of deliberations) that respect 

fundamental democratic values (Tessler et 

al., 2024; McKinney, 2024). 

On the other hand, cross-contextual 

experimental evidence also points to risks: 

people are still bad at spotting political 

deepfakes, making vulnerability to visual 

disinformation a real problem, although 

some training in detection strategies may 

help a bit (Groh et al., 2024; Somoray & 

Miller, 2023). In government studies, 

automation bias may not always be the 

main driver; More problematic is the 

phenomenon of "selective compliance," 

when a typical preference for algorithmic 

recommendations is given when it 

confirms pre-existing stereotypes or 

assumptions, leading to potentially unfair 

outcomes where careful human oversight is 

absent (Alon-Barkat & Busuioc, 2023). 

This latest lesson reaffirms that the 

potential of AI for democratic participation 

requires human-machine personal design, 

model transparency, and digital literacy 

interventions against disinformation. 
 

Method 

 
This study adopts a qualitative literature 

review approach to identify thematic elements 

related to AI democracy engagement. The 

literature reviewed is based on relevant books, 

articles, and reports from both academic and 

non-academic sources. The criteria for 

literature inclusion are topical suitability, 

methodological rigor, and value for 

understanding the relationship between AI and 

democratic engagement.  

The publication was scanned from 2010 to 

2023, focusing on the study of the influence of 

AI in the political environment and citizen 

engagement. Sources include scientific 

journals, reports of international organizations, 

and case studies from various countries. In 

addition, we also consider interdisciplinary 

approaches such as political science, 

sociology, and informatics to better understand 

these issues.  

Through the collection of literature, the 

analysis is carried out by identifying the 

themes and patterns found in the material. We 

also highlight ongoing discussions in the 

literature, such as disagreement over the 

possibilities and threats of AI to democracy. 

Through this method, we aim to create greater 

granularity when discussing how AI should 

benefit citizens and democracy.  

To increase transparency in the 

methodology, it is necessary to provide a clear 

explanation of the steps in the selection and 

categorization of the literature. The initial 

criteria literature selection process for 

inclusion and exclusion was developed with an 

introduction to the literature, considering the 

content of the topic, the quality of the method, 

and the contribution to AI discussion and 

democratic engagement. The authors also 

searched major educational databases 

(including but not limited to Google Scholar, 

JSTOR, and university-sponsored databases) 

with carefully selected keywords related to AI, 

democratic participation, and digital 

citizenship.  

After the initial selection, articles and 

references are also considered based on 

research methods, findings, and gaps in the 

relevant literature. The literature is classified 

as part of voter education, openness in the 

governance process, and advocacy for 

marginalized voices, to enhance in-depth 

analysis and appreciation of each dimension. 

With this procedure, a broader and systematic 

summary of the literature can be achieved. 

 

Result and Discussion 

 
According to a literature review, AI 

has great potential to help people 

participate more effectively in democracy, 

but it also faces many complex challenges. 

First, in terms of voter education, research 

studies show that digital platforms that use 

AI can help ordinary citizens better 

understand the political process. For 

example, apps designed to provide voter 
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information tailored to individual needs 

have been shown to be effective in 

encouraging participation among young 

voters and other under-participating groups 

(Boulianne, 2019). 

Second, transparency in government 

has become an increasingly significant 

issue in the digital era. AI can help analyze 

big data to improve government 

accountability. However, problems arise 

when the data used is not representative, or 

when the algorithm applied is biased. 

Zuboff (2019) points out that without strict 

supervision, the use of AI can unnaturally 

exacerbate social inequality and foster 

distrust among citizens towards 

government institutions. 

Third, there are general positive 

trends and some caution regarding AI 

support for voices from the periphery. 

Platforms designed to gather input from 

underrepresented communities can help 

public policies of all citizens reflect their 

concerns. However, it is important to 

ensure that these technologies are accessed 

collectively and not unilaterally (He et al., 

2020). 

In addition, privacy and ethical issues 

are a major concern in the use of AI 

applied to politics. Many citizens are 

concerned about how their personal data is 

used and stored. According to a report by 

the European Data Protection Supervisor 

(2020), a lack of transparency in the use of 

data can lead to a decline in trust in the 

political system. Therefore, it must be said 

that it is important for policymakers to 

establish a clear framework regarding the 

application of AI in a democracy, with 

regard to privacy and individual rights. 

In conclusion, while AI has great 

potential to enhance democratic 

engagement, it must be applied carefully 

and built on a strong ethical foundation. 

The results underscore the need for further 

interdisciplinary research to explore how 

AI can be applied fairly as well as 

effectively in politics. 

One obvious example is the 'Eagle 

Eye' system operating in the city of Seoul, 

South Korea, which uses AI techniques to 

analyze video images from remote-

controlled TV cameras and detect possible 

crimes or incidents affecting public safety 

in real-time. The system is able to identify 

suspicious activity – for example, a fight 

breaking out or a person falling – and 

notify the police in real time. The system 

has made a positive contribution by 

shortening the time it takes to respond to 

such incidents and reducing the overall 

crime rate. However, concerns have been 

raised regarding the possibility of privacy 

breaches and overly intrusive surveillance. 

Therefore, the establishment of such a 

system must have a strict combination of 

laws and ethics; however, it carries the AI 

label. Otherwise, citizens' rights are taken 

seriously, and there is no transparency 

about how such AI technology is used. 

Two specific examples are: the use of 

'BallotReady' in the United States to 

provide AI-enhanced voter education; This 

energy-saving internet-based platform 

connects voters with information about 

politicians, issues, and upcoming elections 

by taking into account their geographic 

location as well as preferences. In the 

search for the right mix of data, this has 

increased voter participation rates, 

especially among young people – a highly 

digitally literate group! However, potential 

issues arise regarding the accuracy of the 

information and possible bias in the 

algorithm. We want to ensure that all 

voters receive fair and correct data. 
 

Conclusion 
 

The conclusion of this literature 

review is that artificial intelligence AI can 

help people engage in democracy and can 

also increase democratic engagement. AI 

can also be used to provide this kind of 

voter training and also build an open 

system of administrative organization. And 

this gives a vote to those who don't have it. 

Nevertheless, issues such as data privacy 

issues, algorithmic bias, different access 

possibilities, and bandwidth mean that we 

must ponder deeply the potential of such 

technologies to draw new dividing lines in 

political participation. 

Faced with this issue, it is important 

for decision-makers and those involved in 

research or related professional work to 
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create methods that use AI ethically and 

fairly within a democratic framework. 

When applied correctly, technology is a 

valuable aid for citizens and democracy in 

the digital age. Further research is needed 

to examine how these technologies can be 

applied effectively and equitablely, as well 

as to ensure that all groups in society 

benefit from its benefits. 
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