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Abstract 

 

The development of digital technology and social media has increased people's exposure to 

information, but it also raises serious challenges in the form of the spread of fake news. This research 

aims to develop an Indonesian fake news detection system by utilizing the Indo-BERT model with a 

Deep Learning approach, a transformer model that has been trained using a large corpus of 

Indonesian language. The research dataset consists of thousands of articles from CNN Indonesia, 

Kompas, and Tempo as the original news, and TurnBackHoax as the source of fake news. After going 

through the text pre-processing stage, the Indo-BERT model was fine-tuned for binary classification. 

The test results showed excellent performance with an accuracy of 92%, F1-score of 0.92, and ROC 

value of 0.98, confirming the model's ability to consistently distinguish between real news and hoaxes. 

The trained model is then integrated into a Web-based application, so that it can be used directly by 

the public to verify news. In addition to making technical contributions in the Natural Language 

Processing (NLP) domain, this research also emphasizes social and educational dimensions, namely 

supporting digital literacy, increasing critical awareness, and strengthening technology-based 

learning strategies in dealing with misinformation. 
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Introduction 

 
The development of digital technology 

and social media has brought major changes in 

the way people obtain, disseminate, and 

consume information. On the one hand, this 

digital transformation provides faster, wider 

and more dynamic access to information. 

However, on the other hand, this convenience 

also opens up opportunities for the spread of 

inaccurate or misleading information, known 

as fake news.  This phenomenon is not only 

happening in Western countries, but is also a 

serious issue in Indonesia. According to 

research results, 44.3% of respondents 

admitted to receiving fake news or 

misinformation every day (Antony Lee, 2020). 

In Indonesia, the existence of fake news is 

often associated with crucial issues such as 

elections, public health, and social conflicts. 

For example, in the political context, fake 

news can shape biased public opinion and 

reduce trust in state institutions (Adila et al., 

2023). In the health sector, misinformation 

during the COVID-19 pandemic has an impact 

on public compliance with health protocols 

(Marie Derstroff et al., 2023). Meanwhile, in 

social life, the rise of hoaxes can strengthen 

polarization between groups and reduce the 

quality of social interactions (Alanzi, 2023). 

Thus, fake news detection is not only 

important in the realm of information 

technology, but also has major implications for 

social science and community development 

(Vinay et al., 2025). 

In addition, the issues of digital literacy 

and education are particularly relevant in this 

context. Low media literacy skills among 

Indonesians, including students, make them 

vulnerable to exposure to fake news (Roshinta 

et al., 2023). According to a study in in the 

field of education, digital literacy not only 

includes the ability to use technology, but also 

includes critical thinking skills in filtering and 

evaluating information. Therefore, the 

development of fake news detection 

technology can serve multiple functions: as a 

tool for information verification, and also as an 
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educational tool that increases people's critical 

awareness of the truth of information. 

Technologically, various approaches have 

been used in detecting fake news including the 

use of machine learning algorithms such as 

Naïve Bayes and Convolutional Neural 

Networks (Kurnia et al., 2024).  The 

Indonesian language itself is unique in the 

form of morphological variations, the use of 

nonstandard words, as well as foreign 

language mixtures, which add challenges to 

text processing. In this case, deep learning-

based approaches, especially transformer-

based models, offer a more adaptive solution 

(Yodi Prayoga et al., 2021). Indo-BERT, a 

BERT model trained with a large Indonesian 

corpus (Nababan et al., 2024), enables better 

context understanding and more accurate 

semantic representation than traditional 

approaches (Mudding, 2024). 

This research aims to apply Indo-BERT 

in Indonesian fake news detection and develop 

a web-based application that can be used by 

the wider community. The main focus of this 

research is on how NLP technology can be 

utilized not only as a technical system, but also 

as part of a social and educational solution. By 

providing an accurate and easy-to-use 

detection tool, this research is expected to 

support digital literacy, increase public critical 

awareness, and strengthen educational efforts 

in facing the challenges of the digital 

information age.  
  

Literature Review  
 

Fake News 

 
Fake news is false information that is 

deliberately created without factual basis, but 

packaged as if it were true with the aim of 

misleading the public and often carrying a 

certain political agenda (Wiladi & Afrianti, 

2024). Hoax news generally contains 

information that is untrue, false, or sourced 

from parties that are not credible, and its 

creation can be driven by a variety of 

objectives such as seeking attention, gaining 

profits, and shaping certain public opinions, so 

it is very important for the public to be able to 

recognize and avoid the spread of this kind of 

news. To deal with hoaxes and prevent their 

negative impacts, the government has actually 

prepared various legal foundations that are 

quite strong.  

Cross-disciplinary studies confirm that 

fake news cannot be understood only as a 

technological problem, but rather a social 

phenomenon related to cognitive psychology, 

communication behavior, and social network 

dynamics (Weiss et al., 2021). Highlighting 

the role of cognitive bias (confirmation bias), 

social media algorithms, and information 

consumption patterns in accelerating the 

diffusion of fake news. This emphasizes the 

need for an interdisciplinary approach that 

combines social science with technology to 

effectively tackle fake news (Majerczak & 

Strzelecki, 2022). 

 

Digital literacy 

 

Digital literacy is a person's skill in 

mastering, managing, assessing, and utilizing 

digital technology in an appropriate, wise, and 

responsible manner (Syafrial, 2023). This 

concept is not only limited to technical 

mastery in operating digital devices such as 

computers, smart phones, and the internet, but 

also includes the ability to think critically, 

apply ethics, awareness of security aspects, 

and understanding of the social and cultural 

influences arising from the use of digital 

technology (Ririen & Daryanes, 2022). 

Media and Information Literacy as a core 

competency for digital citizens, includes the 

ability to access, evaluate, and use information 

critically (Teuku et al., 2023). In Indonesia, 

low digital literacy is still one of the factors of 

vulnerability to hoaxes, especially among 

students. Educational interventions based on 

inoculation theory such as the Bad News 

Game have been shown to increase 

psychological resistance to information 

manipulation (Rahmanto et al., 2023). In this 

context, the integration of artificial intelligence 

(AI) technology into the digital literacy 

curriculum can be an innovative strategy to 

foster critical thinking skills, information 

verification habits, and a deeper understanding 

of how algorithms and media work. Thus, the 

integration of AI technology in the digital 

literacy curriculum can be a strategy to foster 

critical thinking and verification habits in 

learners. 
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Artificial Intelligence 

 
 Artificial Intelligence (AI) is a field of 

computer science that focuses on developing 

systems that can mimic human cognitive 

abilities such as learning, reasoning and 

decision-making. AI has developed rapidly in 

the last two decades with wide applications in 

various fields, ranging from recommendation 

systems, facial recognition, health data 

analysis, to fake news detection (Chu-Ke & 

Dong, 2024). In the context of this research, 

AI is positioned not only as a technical tool to 

perform automatic classification, but also as a 

social instrument that supports digital literacy 

and critical awareness. Thus, AI has a dual 

role, accelerating the data analysis process 

while providing a significant social impact in 

mitigating the spread of misinformation 

(Santos, 2023). 

Advances in Artificial Intelligence (AI) 

have brought significant transformations in the 

field of Natural Language Processing (NLP). 

One important milestone is the arrival of Deep 

Learning, an approach based on deep neural 

networks that is capable of extracting data 

representations hierarchically and 

automatically. Unlike classical machine 

learning methods that rely on manual feature 

engineering, Deep Learning can learn complex 

patterns in data end-to-end, making it more 

adaptive in handling natural language diversity 

(Rofia Abada et al., 2022). 

 

Deep Learning 

 
Deep Learning is a branch of machine 

learning that uses artificial neural networks 

architecture with many hidden layers to extract 

complex data representations (Chu-Ke & 

Dong, 2024). The main advantage of deep 

learning is its ability to perform automatic 

feature learning, making it very effective for 

handling large amounts of data such as text, 

images, and sound (Aïmeur et al., 2023). In the 

natural language processing domain, deep 

learning has supported the development of 

transformer models such as BERT, which 

significantly improves the performance on 

various NLP tasks including text classification. 

Therefore, this research utilizes a deep 

learning approach to fine-tune the Indo-BERT 

model, so as to identify fake news with high 

accuracy on Indonesian text  (Arora, 2024).  

 

NLP 
Natural Language Processing (NLP) is a 

branch of AI that focuses on the interaction 

between computers and human language, 

specifically how machines can understand, 

process, and generate natural language (Pan et 

al., 2023). NLP techniques are used for various 

applications, such as machine translation, 

chatbots, sentiment analysis, and fake news 

detection. In recent years, the development of 

transformer-based models such as BERT, 

GPT, and their variants has brought great leaps 

in NLP accuracy and efficiency. For 

Indonesian, the Indo-BERT model comes as 

an adaptation of BERT trained with a large-

scale Indonesian corpus, making it more 

contextualized in understanding sentence 

structure, vocabulary, and linguistic variations 

unique to Indonesia. In this research, NLP 

becomes the main foundation in building a 

hoax detection system that can work 

effectively on Indonesian news texts (Kaushik, 

2023). 

 

Indo-BERT 

 
Recent research has shown that 

Indonesian language pre-training models such 

as IndoBERT and its lightweight variant 

(IndoBERT-lite) produce state-of-the-art 

performance on various NLP tasks. 

Benchmarks such as IndoNLU and IndoLEM 

prove that transformer-based language 

representations are far superior in 

understanding the complexity of Indonesian 

compared to previous approaches  (Tobing et 

al., 2025).  

In addition, the development of 

domainspecific models such as 

IndoBERTweet shows that vocabulary 

adaptation for the social media domain can 

improve the performance of informal text 

classification. This fact is relevant because 

most hoaxes circulate through social media 

platforms  (Koto et al., 2021).  
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Method 

 

Research Framework 

 
The stages of this research began with 

data collection in the form of online news and 

social media posts which were then verified 

through fact-checking agencies. Next, text 

preprocessing is carried out, including 

normalization of letters, removal of 

punctuation marks and stopwords, and 

tokenization to match the model input format. 

The processed data is then used in the Indo-

BERT fine-tuning stage, which adjusts the pre-

trained model for the binary classification task 

between real and fake news. The final stage is 

implementation into a Flask-based application, 

where the trained model is integrated into a 

web system so that it can be used by users to 

verify the veracity of news directly. 

 

Dataset 

 
The dataset used in this research comes 

from the Indonesian Fact and Hoax Political 

News Dataset on Kaggle, which contains 

thousands of Indonesian news articles labeled 

as real news or fake news. Real news data is 

obtained from three national news portals, 

namely CNN Indonesia as many as 7,709 

articles, Kompas 4,750 articles, and Tempo 

6,501 articles, while fake news data is taken 

from TurnBackHoax with a total of 10,381 

articles that have been verified as hoaxes. 

1. Indo-BERT Model 

In this study, the model used is the 

pretrained IndoBERT Base model with 

FineTuning with dense layers and softmax 

using Hyperparameter. In testing using 

evaluation metrics such as accuracy, precision, 

Recall, F1score.  

2. Application Implementation  

The trained model is implemented into a 

Flask-based application as a user interface. 

The mechanism is simple: the user enters the 

news text, the system then processes the input 

through the NLP pipeline, and the Indo-BERT 

model produces a classification with two main 

categories, namely Fake or Real, along with a 

probability score to indicate the confidence 

level of the model. With this design, the 

application is not only practical and accessible, 

but can also be used directly in the context of 

research and public use. 

3. Social Integration and Education 

Beyond its technical function as a 

classification tool, the app is also designed 

with a social and educational dimension. Each 

prediction result displayed not only serves as a 

final label, but also as educational feedback for 

users. The main goal is to support digital 

literacy programs by raising awareness of the 

importance of information verification and 

strengthening critical thinking skills in 

consuming news. Thus, this application can act 

as a learning tool as well as a social 

intervention to build a healthier information 

ecosystem. 

 

Result and Discussion 
 

Indo-BERT Model Testing Results 
a. Confusion Matriks 

Confusion matrix shows the distribution of 

model predictions on test data. Of the 345 Real 

news, 335 were correctly classified, while only 

10 were incorrectly categorized as Fake. Of 

the 354 Fake news, 311 were correctly 

detected, while 43 were incorrectly classified 

as Real. The overall accuracy value reached 

92%, with an F1-score of 0.92 as well, 

indicating a balanced performance between 

precision and recall. This analysis shows that 

the model is more likely to be wrong in the 

case of false negatives (fake news detected as 

real news). 
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Figure 1. Confusion Matrix 

 

b. Classification Report 

 The classification report results show that 

the IndoBERT model performs very well with 

an accuracy of 92% and an average F1-score 

of 0.92. In the Real class, the model achieved a 

precision of 0.89 and recall of 0.97, which 

means that most of the real news was 

recognized correctly although there were still a 

small number of false predictions. Meanwhile, 

in the Fake class, the high precision (0.97) 

indicates that the model rarely misidentifies 

genuine news as hoaxes, but the lower recall 

(0.88) indicates that there are still hoaxes that 

escape detection as genuine news. Overall, the 

balanced macro and weighted average values 

prove that IndoBERT is consistent in both 

classes, although the biggest challenge remains 

in reducing false negative cases so that hoaxes 

are not missed. 

c. ROC Curve 

Receiver Operating Characteristic (ROC) 

in figure 2 Curve is used to evaluate the 

tradeoff between true positive rate and false 

positive rate. The IndoBERT model curve is 

well above the random diagonal line (random 

guess) with an AUC of 0.98, confirming that 

the model has excellent discriminative ability 

in distinguishing between real and fake news. 

The closer to the upper left corner of the 

graph, the higher the classification quality, and 

this result shows IndoBERT is able to reach a 

nearoptimal performance level. 

 

 
Figure 2. ROC Curve 

 

 

WEB Application Implementation Results 

 
The results of implementing the model 

to the web and testing the application when 

users enter a news text containing 

misinformation. The system built with the 

IndoBERT model automatically classifies the 

text as "FAKE (HOAX)" with a confidence 

level of 99.99%. Visualization of the results is 

displayed through bar indicators that show the 

predominance of predictions in the Hoax class 

over Fake or Non-Hoax. 

 

 

 
Figure 3. Hoax detection application 
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Figure 4 shows the opposite case, where 

the system is given input in the form of text 

from official news. The prediction result 

classifies the news as "NOT FAKE (not a 

hoax)" with the same high confidence level of 

99.99%. The probability graph displays the 

dominance of the Non-Hoax class over Hoax, 

demonstrating the model's consistency in 

detecting valid news. This simple yet 

informative display allows users to understand 

the classification results quickly and 

intuitively. 

 

 
Figure 4. Application detects Non-Hoax 

 

Relevance to Artificial Intelligence 

 
This research emphasizes the role of 

artificial intelligence not only as a technical 

tool in performing automatic classification, but 

also as a social instrument that provides 

educative feedback to users. The utilization of 

the IndoBERT model demonstrates the ability 

of Natural Language Processing (NLP) to 

understand the complexity of the Indonesian 

language, including vocabulary variations, 

syntactic structures, and diverse semantic 

contexts. Thus, AI doubles as an analytic 

technology as well as a tool that strengthens 

people's digital literacy. 

 

Implikasi dalam Social Sciences 

 
The deep learning-based fake news 

detection application has important 

implications in social science studies. This 

technology can be used to examine the pattern 

of hoax distribution, people's behavior in 

consuming information, and the social 

dynamics formed due to misinformation. The 

results of the analysis can also support the 

formulation of more effective public policies 

in mitigating disinformation, maintaining 

social stability, and strengthening the quality 

of democracy. 

 

Implications in Education 

 
In education, this application can be 

integrated into the digital literacy curriculum 

as a practicum and discussion media. Its 

utilization encourages students to hone critical 

thinking skills, evaluate the credibility of 

information, and understand the ethics of using 

digital media. Thus, AI technology serves not 

only as a technical innovation, but also as a 

learning strategy that fosters information 

literacy and hoax resistance. 

 

Conclusion 

This research proves that the Deep 

Learning approach with fine-tuning methods is 

very effective in detecting fake news in 

Indonesian. The model is able to achieve 92% 

accuracy with balanced precision, recall, and 

F1-score, while showing resilience in the face 

of linguistic complexity typical of Indonesian 

language. Evaluation based on confusion 

matrix, classification report, and ROC curve 

confirms that Indo-BERT has a strong and 

stable discriminative ability in distinguishing 

genuine and fake news. The implementation of 

the model into a Flask-based web application 

further strengthens the practical value of this 

research, making it an easily accessible 

information verification tool for the public. 

Furthermore, this research highlights the dual 

role of artificial intelligence, namely as a 

technical solution as well as a socio-educative 

instrument that contributes to strengthening 

digital literacy and critical thinking skills. 

Thus, Indo-BERT-based fake news detection 

can be viewed as a strategic innovation that 

not only answers technological needs, but also 
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has a significant impact in the social and 

educational context in Indonesia.  

In addition to the technical contribution, 

this research emphasizes the social and 

educational implications of applying artificial 

intelligence in combating misinformation. The 

developed application not only serves as a 

verification tool, but also provides educational 

feedback that encourages critical thinking and 

supports digital literacy programs. Thus, 

AIbased fake news detection can be positioned 

as a technological solution as well as a 

socialeducative innovation that contributes to 

mitigating the spread of misinformation in 

Indonesia.  
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